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Abstract

Due to ongoing urbanization and industrialization processes, city planners are
facing an increasing number of challenges. One such challenge is the phenomenon
of locally increased temperature — the urban heat island effect. This effect is a
well-known phenomenon in both the domain of city planning and meteorology. The
appearance of urban heat islands is not only influenced by many apparent variabl, such
as weather, vegetation, and surface characteristics, but also by rather inconspicuous
parameters, like industry, transportation infrastructure, population density, energy
management, and air pollution. Because of this large number of influencing factors,
analyzing the causes for this effect is a complex task. To improve urban climate and
energy management, innovative applications that provide support for decision-making
tasks are needed. We propose a visual analytics system which enables expert users
to explore temperature conditions of a city area. At its core, the system uses a
random forest classification model, trained on heterogeneous, nationwide collected
data, which facilitates interactive parameter steering of spatial and meteorological
features. Users can explore the influence of several variables on urban heat island
forecast events. The system provides spatio-temporal event predictions that offer
insights about future conditions and the effect of various variables on the formation
of urban heat islands. To present connections between diverse urban heat island
properties and forecast events, we compose different mature, interactive visualizations.
Through several use cases, we demonstrate that our system allows users to focus on
relevant features while getting a solid overview of the urban heat island situation in
a specific area of interest. The integration of a combination of selected reasonable
visualizations with a prediction model based on ensemble learning offers a viable
solution for an adequate analysis of the urban heat island effect that can be enhanced
by further functionality in the future.
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Chapter 1

Introduction

An ever increasing amount of people tend to move to urban areas. There are
many reasons for this including the expectation to live a preferable life due to better
career and shopping possibilities, and improved mobility that offers higher flexibility.
Even old people tend to move into suburban or even urban areas since many clinics
are situated in cities. Especially if they are not able to drive a car on their own
and are in need of outside help, it is advantageous to reside in the vicinity of health
facilities. Additionally, the high population density offers anonymity that promises
individual freedom. In 2013, about 54 percent of the earth’s population was living in
urban regions [22]. Urbanization experts predict that this number will increase up
to 70 percent within the next 30 years [79]. Hence, the world’s city population will
grow immensely. This acceleration of the world’s urbanization and industrialization
process entails several human modifications, for example, the decrease of green spaces
by replacing natural vegetation such as forests with buildings and roads [98]. This is
a major alteration of a city’s morphology and limits evaporative cooling by reduced
plant transpiration [67]. Hence, within areas with a higher vegetation intensity, the
temperature is lower than in areas that are paved or have surfaces like concrete,
asphalt or other material from anthropogenic sources [85]. Compared to rural regions,
the surface characteristics of urban areas are modified by multiple human activities
(e.g., urban construction). This has several negative consequences on human health
that include, but are not limited to, increased heat stress for urban citizens, raised
noise exposure of increased transportation load and heightened air pollution due
to the industrial sector [85]. Large buildings that often act as wind breaks are
present which reduces the wind speed, especially in the center of metropolises with
a high residential density [100]. Besides air and surface temperature, wind speed
is one of the most important meteorological variables that is directly connected
to the temperature level [68]. Lower wind speeds have the tendency to intensify
the heat storage because less heat is convected from surface to air [33]. In cities,
anthropogenic heat generation is higher due to energy use coming from different
sources like industrial processes, building air conditioning and transportation [39].
The growth of urbanization leads to more acute public traffic levels. Urban transport
produces emissions that add air pollutants, contributing to the concentration of
increased temperature levels [37].
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1.1 Urban Heat Island Effect

The temperature level increase, which is illustrated in Figure 1.1, that can be observed
within large cities and metropolitan zones, is a well-known climatic phenomenon [100]:
the urban heat island (UHI) effect. This phenomenon has already been subject to
many studies in the last three decades [75, 74, 19, 118]. The UHI effect describes that,
in urban areas, surface and atmospheric temperatures are higher than in surrounding
rural regions, with the highest UHI intensity (temperature difference) 3-5 hours
after sunset [73]. The UHI effect is considered to be one of the best-documented
aspects within the domain of city climatology. It is caused by different human
activities such as urban construction and anthropogenic climate modification [118].
Moreover, it is a consequence of industrialization as a byproduct of civilization [63].
Nonetheless, domain experts could profit from effective applications with visual ana-
lytics approaches. Ideally, they facilitate the analysis by providing both meaningful
visualizations and methods which improve the classification of interesting phenomena
and allow manipulation of influencing parameters.
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Figure 1.1: The urban heat island (UHI) effect [118].

Air temperatures crucially influence the temperature magnitude of a city’s urban
heat island. This temperature magnitude varies significantly between different cities.
The exact characteristics of urban heat islands vary considerably from city to city.
Among other reasons, this can be explained by the differences of the cities’ structures,
the amount of traffic [37], and the climatic type. Hence, the climatic situation is
unique for each city and depends on a complex interplay of several circumstances
influencing the intensity of its UHI effect.
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Figure 1.2: NASA satellite recordings of different surface characteristics of Providence,
Rhode Island. From left to right: wvisible light, surface heat characteristics and the
vegetation coverage in the city area [70].

Figure 1.2 presents an example of an urban heat island depicting different char-
acteristics of the city of Providence, Rhode Island. The central part of Providence is
located at the center of every view. The satellite view (left) and the vegetation cover
view (right) show that the city is surrounded by green areas which are missing in its
center. The image in the middle gives information about the temperature intensity
that is indicated by the brightness of the color (e.g., buildings that absorb heat).
It shows higher temperatures in the city’s center with lower temperatures in the
surrounding areas. Water surfaces are much cooler and can easily be distinguished
from land surface.

The occurrence of the UHI effect has several socioeconomic and meteorological
impacts. Most importantly, it has a direct negative impact on human health [77].
Depending on the geographic position of the city, different problems may arise:
increased risk of malaria in South Africa, dengue fever in Thailand, hantavirus
pulmonary syndrome in the Southwestern USA, cholera in Bangladesh, and more [81].
In European cities, seasonal heat-waves [28, 112] can affect human health resulting
in dehydration, circulatory disorders, or exhaustion. During hot days, persistent
exposure to heat causes an increased risk of mortality from heat stress, as well as
other heat-related illnesses, like heat exhaustion and heat-stroke. This problem can
even cause the death of urban citizens. [59]. Unfortunately, heat-related mortality is
likely to increase in the future due to the ongoing urbanization process. Ambient
heat exposure may result in thermal stress [66] as well as the degradation of air
quality [90] that have a severe impact, especially on elderly people [77, 31, 92].
In combination with heat waves and global warming, the heat load of urban heat
islands becomes even more detrimental [31]: The mortality risk increases due to an
exacerbating intensity of the UHI effect. The probability of prolonged exposure to
higher temperatures rises in the times of heat waves which would be less fierce if the
UHI effect would be reduced [53, 28].
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Apart from impaired health, another consequence of the UHI effect is the increase
of energy consumption [39] that is caused by low-albedo surfaces. In street areas,
industrial and commercial territories, the temperature is often higher than in residen-
tial areas and green spaces because of differences in solar radiation heating [89]. The
roofing of buildings usually consists of dark materials that absorb more solar and
infrared radiation than high-albedo surfaces [101, 17]. Consequently, this elevates the
heat load, particularly of roofing. As a result, the cooling of these buildings requires
a significantly larger amount of energy [52] and deteriorates the energy management
of the city [3]. Such increased usage of air conditioning systems also increases air
pollution [112] and greenhouse gas emissions [54, 44, 88]. In parallel, these causes
have led to reduced air quality [65] and impaired water quality [4, 72]. All these
factors result in a lower quality of life in urban areas.

The appearance of urban heat islands is subject to both the domain of urban
climatology and city planning [64]. Due to technological progress, the amount of
collected temperature data is increasing and available from different sources. For
instance, governmental institutions are gathering high-quality data for meteorologic
analysis. Unfortunately, these data sources have a very sparse geographic distribution.
Therefore, they cannot be used to create acceptable models to analyze the tempera-
ture characteristics independently of the city size. The Personal Weather Station
(PWS) network provides a multitude of meteorologically relevant data including
temperature [108] from numerous connected and synchronized stations. This network
is called weather underground (WU) and the dataset is publicly accessible via the
WU API [109]. Compared to the weather stations of the German Meteorological
Service (GMS) [24], this network contains more sensors. Consequently, more data is
gathered which serves as a better foundation when creating geo-spatial temperature
models as more data allows more precise analysis models.

In combination with land register information about the surface characteristics,
provided by open street map (OSM) [78], and meteorologic data (wind speed, relative
humidity, air pressure, soil temperature, precipitation, and cloudiness level), provided
by the GMS, we can process contextual information and draw conclusions about the
causes of the emergence of UHI in specific regions.
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1.2 Research Objective

This thesis is intended to support domain experts with visual analytics techniques
of weather and UHI-related data. A secondary objective is to develop a better
understanding of the UHI problem. Therefore, we realize concepts to generate miti-
gation strategies regarding the consequences of the UHI effect. Eliciting influencing
factors of UHIs is an essential aspect of this thesis. It is necessary to consider both
the spatial and temporal dimension to reasonably address the problem of the UHI
effect. We supply models to facilitate data exploration by applying methods of
knowledge discovery in databases (KDD) [71] in combination with human interaction
to support informed decision-making. The causes for UHIs depend on a complex
composition of several parameters. We present a geographical information system
that allows expert users to step into the analysis process to steer parameters of
interest and improve the results of their analysis. Thus, heterogeneous data sources
containing temperature from the weather underground station network (WUSN)
and meteorological measurements as well as detailed land cover information have
been integrated to be analyzed by classification models to predict the UHI level for
different circumstances. We developed a glyph-visualization to encode information
in its geospatial context. It can be adapted to the needs of the user with zoom and
filter techniques. Users can dig into the details for insights about the reasons for
the occurrence and extent of the UHI effect at locations of interest. We examine
the benefits and shortcomings of our approach by presenting relevant use cases and
conclude with potential improvements and missing features that are subject to future
work.

1.3 Structure of the Thesis

This thesis introduces the problem of the UHI effect and focuses on the need for
meaningful visualizations that help analysts in this domain by the usage of state-
of-the-art analytics techniques to predict future trends. Therefore, in Chapter 2 we
provide a detailed overview of the literature about existing UHI prediction approaches
and the complex composition of many parameters that crucially influence the result
of such analysis tasks. Afterwards, we state existing spatio-temporal visualization
techniques to clarify our contribution to this domain. Chapter 3 contains a discussion
about data sources which have been utilized for our implementation and have
to pass multiple processing steps. The main components of our prototype and
its functionality are introduced in Chapter 4. A thorough evaluation of several
classification models is presented followed by various use cases in Chapter 5 to reveal
strengths and weaknesses of our prediction visualization system. These are discussed
in Chapter 6 accompanied by recommendations for future work that may improve
the user experience when investigating event predictions of the UHI effect with
our visualization system. With Chapter 7, we conclude the thesis by providing a
summary of our visual analytics system as our primary contribution.
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Chapter 2

Related Work

In this chapter, we give an overview of what has been subject to research in the
past as part of the challenge when coping with the causes, effects and the prediction
of Urban Heat Islands. We provide insights about previous scientific approaches
addressing the problems resulting from the UHI effect. The topic of this thesis can
be segmented into three fundamental components: UHI prediction, visualization
of spatio-temporal prediction events, and predictive visual analytics for spatio-
temporal data. First, we want to focus on approaches and models that model the
prediction of the Urban Heat Island effect. By this, an overview is provided about
what has to be considered to support the visual analysis task that is subject to
specific requirements. Subsequently, different visualization techniques are compared
concerning their strengths and weaknesses. Event prediction data visualizations can
be divided into spatial, temporal and spatio-temporal event prediction. We will
discuss related work for each subcategory and conclude with the positioning of our
work and how it contributes to the analysis of the UHI effect.

2.1 Urban Heat Island Prediction

When it comes to the prediction of the UHI effect, we find a complex composition
of multiple factors that are influencing the degree of the temperature level. The
urbanization process results in a “massive land use change” of replacing vegetation by
urban use areas (e.g., residential, industrial) [107]. Susca et al. discuss the “positive
effects of vegetation” [97] for the mitigation of UHI. According to Lo and Quattrochi,
land-use and land-cover characteristics are strongly related to the UHI level [57,
95, 96], since these changes affect “the degree of absorption of solar radiation,
albedo, surface temperature, evaporation rates, transmission of heat to the soil
[...]” [80]. Thus, surface characteristic data should be included in UHI prediction
tasks. Shao et al. created a forecast model for UHI analysis applying artificial neural
networks on eight factors: solar radiation, precipitation, sunshine duration, wind
speed, evaporation, thermal conductivity, reflectivity, and heat capacity [94]. Xi and
He provide a prediction model that is based on neural networks as well [117]. The



20 2.2. VISUALIZING SPATIO-TEMPORAL PREDICTION EVENTS

use of meteorological (relative humidity, air pressure, cloud level [...]) and human
factors (urban green coverage ratio, industrial area, land use type [...]) are adequate
to predict the urban heat island intensity [94]. Consequently, these parameters are
essential for the assessment of urban heat island intensity and will be applied in the
prediction model and the visual analytics process of this work. These systems lack an
effective combination of prediction models and multiple visualizations that address
different feature domains using state-of-the-art interaction techniques. We aim to
close this gap by integrating visualization techniques that encode heterogeneous
data. By this, we build an application that serves as a basis for the development
of a visual analytics system to support domain experts during their planning and
decision-making tasks. Due to the complex composition of multiple factors that lead
to the UHI effect, it is essential to consider the geographic component of the UHI
to be included in any visual analysis of this phenomenon. Shao et al. created a
visualization model to depict the result of a prediction simulation on a 2D/3D map
based on preset attribute values to support the spatial understanding. They use their
map model to describe the “distribution of temperature through three-dimensional
visualization techniques” [94]. Rajasekar and Weng follow a different approach to
visualize UHI data for the city of Indianapolis geographically. They deploy remote
sensed Land Surface Temperature (LST) data from NASA’s Moderate Resolution
Imaging Spectroradiometer (MODIS) satellite. Though this data source does not
include a good temporal resolution, the satellite imagery provides images with an
acceptable spatial resolution. The authors used this to create a visualization to get
a better overview of the UHI effect [83].

2.2 Visualizing Spatio-Temporal Prediction Events

Since the primary objective of this thesis is to create an application that supports
the visual analysis of UHI events, we can divide this prediction visualization into
spatial and temporal events (see Figure 2.1).

Spatial Data

Spatio-Temporal Data

Temporal Data

Figure 2.1: Spatial and temporal data serve as input for interactive visualizations of UHI
event predictions.
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When visualizing the UHI effect, we have to deal with event data containing
geographic and time-sensitive characteristics. Information-enriched maps are the most
apparent visualization type for visualizing spatially distributed event prediction data.
Heat maps are often used to depict density and distribution of geospatial data [55,
60, 29]. For example, Oksanen et al. used a heat map to visualize trajectories of
bicycle data to display the track density of a specific route [76]. Another example of
the usage of heat maps is a central part of BirdVis, an application for the geospatial
and temporal analysis of bird populations and their movements to identify patterns
and correlations of interest [27]. Density estimate heat maps are a central part of
the visual analytics application of Malik et al. for the predictive analysis of spatial
crime data [62]. Besides heat maps, choropleth maps [103] are applied for encoding
particular geographic elements in combination with the data that shall be explored.
With the help of choropleth maps, Gimpel et al. portray the campaign contributions
of American parties by applying aggregation based data on the postal (zip code)
structure of the states [35]. An approach by Maciejewski et al. integrates a predictive
visual analytics loop for the analysis of hotspots and includes multiple visualizations
to simultaneously convey temporal and spatial information [61].

When it comes to the visualization of temporal data, radial layouts have gained
popularity due to the data’s periodic (e.g., yearly, monthly, daily and hourly mea-
surements) characteristics. Fuchs et al. discovered that spiral visualization tech-
niques [113, 7, 91] and dense-pixel displays [49] are more effective when trying to
understand values at specific temporal locations [30]. Compared to the circular
data presentations, earlier visualizations such as line graphs should be preferred
for detecting peaks or trends within the data. Aigner et al. compare multiple
time-dependent visualizations as TimeWheel [104] and ThemeRiver [42] that encode
numerous attributes and rather the linear behavior of temporal data than the peri-
odical patterns [2]. Aigner et al. see event-based visualizations as “promising means”
for the design of applications to address user tasks. Calendar View visualizations
use a temporal metaphor to encode time-dependent data and are “highly effective”
for the analysis of clusters in combination with appropriate interaction techniques to
detect correlations within the data [110].

There is data that contains both temporal and spatial characteristics. Thus,
the simultaneous visualization of both dimensions is subject to many approaches
regarding prediction data. In the domain of weather forecasting, Diehl et al. propose
a visualization system “for the analysis of spatio-temporal patterns” [23]. They
use multiple views, including a “timeline” that they linked with “geo-referenced
maps”. Hence, this framework can be used to recognize interesting patterns and
weather trends by deploying effective visualizations. Similarly, to allow a visual
analysis for temporal-geospatial data, Walsh et al. developed two new visualizations:
The “Parallel Schedule View” shows the colocation of objects whereas the “Braille
Plot” links information of a traditional 2D map with the “Parallel Schedule View”.
Consequently, each visualization focuses on either the time or space dimension and
must be viewed simultaneously to understand all facets of the underlying data [111].
Unfortunately, the parallel operation of multiple visualization windows leads to an
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increased cognitive load for users and should be avoided whenever possible [36, 16].
Since geographic data consists of two dimensions, and time can be seen as a linear,
one-dimensional feature, the concurrent use of both components can be depicted
in three dimensions. Based on these properties, Gatalsky et al. implemented the
interactive visualization named “Space-Time Cube”. Often it is referred to by the
term 'time geography’ that has been suggested by Torsten Hagerstrand [38]. This
depiction allows the analysis of time-sensitive movement but potentially lack from
overlapping visual elements due to the three-dimensional characteristics. Many other
approaches have to deal with the same overlapping problem when visualizing data in
3D [105, 5, 14]. Alternatively, quantifiable data can be visualized by using the size of
geometry shapes to indicate the value of a specific feature, i.e., glyphs [34, 56]. Using
a similar approach, Tominski et al. provide an event-based approach to visualize
3D information of periodic temporal data proposing three-dimensional “pencil and
helix icons” accompanied with additional “tunnel views” to overcome the problem of
hidden information that results from overlapping. The spiral of the helix icon is an
intuitive way of presenting the cyclic characteristic of temporal data [106]. Wickham
et al. followed a glyph-maps approach to integrate the visualization of temporal
patterns from climatic data immediately on a map. Thus, the display of glyph-plots
on a map improves the understanding of the geo-temporal dependence. Another
advantage of this approach is that the user only needs to interpret one visualization
that contains all information that shall be conveyed [115]. These approaches serve
as a starting position for our application by taking advantages into account while
reducing disadvantages that exist in current concepts.

2.3 Spatio-Temporal Predictive Visual Analytics

The increasing progress in collecting vast amounts of data enables researchers to
create models based on existing information to identify characteristic patterns within
data to predict future states, trends, and outcomes. Compared to automatic analysis,
predictive visual analytics applications do not only profit from large data foundations
with different sources but can also be supervised by the user to focus on the relevant
parts of a particular use-case. The integration of user-guided parameter steering into
the predictive analytics pipeline significantly improves the informativeness of values
presented in the visualizations. The use of appropriate interaction techniques allows
to step into the analysis process and helps operators to explore the data and influence
the analysis through effective and descriptive visualizations. Various research areas
profit from prediction models and analytics methods to explain certain phenomena,
e.g., sports [18], air traffic [13], firefighting [99]. The advance and refinement of
interactive machine and classifier learning algorithms led to high accuracy levels
of prediction results [58]. In the past, forecast models integrating classification,
regression, clustering, or decision making have been found to achieve good results. To
enhance traditional predictive analytics, including visual analytics components into
this process reduces the complexity by replacing numeric-based models with adequate
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representations of the underlying data. Every application domain has to deal with
its challenges to help end users with decision-making and reasoning by enhanced
perception and analysis performance. The area of analytics can be divided into
three subcategories: descriptive, prescriptive and predictive analytics. Descriptive
analytics includes the presentation of past and current states. Prescriptive analytics
uses data to provide decision recommendations and to discover new opportunities.
Eventually, predictive analytics combines descriptive and prescriptive models by
providing knowledge about future trends that depend on decisions. Statistical
techniques, clustering, and classification models are used to extract informative
patterns and grouping within data.

Seebacher et al. present “Drosophigator”, an interactive application integrating
a visual analytics approach to investigate vast amounts of inhomogeneous data to
provide better insights into the spreading behavior of invasive species. This approach
processes heterogeneous spatio-temporal data to convey respective event predictions
accompanied by presentations of temporal incidents and environmental attributes to
support experts within their decision-making and examination processes. A glyph
visualization is provided and evaluated to be comprehensible and helped experts to
“interpret the results” and to “investigate hypothesis” due to the immediate linkage
of geographic and temporal aspects [93, 115, 48].

2.4 Positioning of the Thesis

In this thesis, we introduce an application following a predictive visual analytics
approach focusing on spatio-temporal data. Though spatial data indicates the use
of heat maps, we follow different concepts to model useful visualizations. Amongst
others, we present a glyph-visualization that takes time and space into consideration
by providing environmental, meteorological data. This combination of multiple
components is intended to be the primary contribution of this thesis. Due to the vast
complexity of causes that crucially influence the occurrence of urban heat islands,
we focus on the visual part of the analysis process. To retrieve more significant
results, it is necessary to obtain complete real data such as light absorption levels
of surfaces and three-dimensional models of buildings or streets parks. Because
prediction visualizations of the UHI are independent of the data used, we declare
that our approach can be extended by further data, once the number of potential
data sources is increasing. We aim to fill this gap by linking temporal and geospatial
characteristics through easy-to-understand depictions. Moreover, we implement
interaction techniques to let the user steer relevant parameters and let him place the
focus when predicting future outcomes.
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Chapter 3

Data Foundation

Creating models that support the visual analysis of the urban heat island effect
is crucial to select suitable data sets that can be analyzed and transformed into
useful visualizations. In this chapter, we give an introduction of all data sets that
serve as input to our visualization components. Moreover, data often is subject to
preprocessing steps as cleaning and transformation to enhance the quality. In doing
so, we aim to reduce potential misinterpretations of the consecutive visualizations to
enable users to draw valid conclusions. Therefore, data processing is a central part
of any analytics system dealing with large amounts of data. During this process,
we follow the chronological order of the Knowledge Discovery in Databases (KDD)
pipeline (see Figure 3.1) and describe every preparation step that is applied to the
data to prepare the subsequent processing. To facilitate this operation, we used the
platform KNIME of Berthold et al. [6] to create appropriate data processing workflows.
Furthermore, KNIME provides the functionality needed to prepare and classify high-
dimensional data, and to evaluate the significance of different classification models.
We only focus on data from the year 2016 due to the vast amount of data provided
by the WUSN for each year. We note that our approach can be applied to any
dataset with desired time ranges when transformed as described in the following
sections. Due to performance reasons of the classification step (detailed description

Selection Preprocessing Transformation Data Mining

Preprocessed
Data

Transformed
Data

Patterns

IIIIIIII’
IIIIIIII’

4

Data Processing of KDD Pipeline

Figure 3.1: Knowledge discovery in databases (KDD) pipeline [26]. Data Processing as a
central part of the KDD pipeline to prepare the data for visual analysis.
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in Chapter 4), we also decided to focus on the city of Karlsruhe instead of analyzing
all large cities in Germany. It is necessary to integrate geographic scalability into
the provided system to broaden the scope of this geographic limitation. Despite
this restriction, it is still possible to introduce our contribution and to present the
interaction concept with our visualizations.

3.1 Data Description

For the implementation, our data foundation consists of three different sources
(Selection in KDD Pipeline). As primary data, we use temperature data from the
private Weather Underground Station Network (WUSN) [108] that has a better spatial
distribution of stations than station networks from public authorities like the German
Meteorological Service (GMS/DWD). The WUSN is a crowd-sourcing platform that
provides meteorological data from its participating users to gather high-resolution
data. Unfortunately, the WUSN dataset often contains invalid values that must be
handled by cleaning, regression or deletion with KNIME. We found the meteorological
variables provided by the GMS (DWD) to be useful in creating a feature vector
containing heterogeneous data (see Table 3.5). We integrated a prediction model for
future UHI development at given locations as a central component of our system.
Therefore, it is essential to create a feature vector containing various variables
capturing the complexity of the UHI phenomenon. This feature vector will be used
as input to different machine learning algorithms to train a classifier that enables the
identification of causes for the occurrence of UHI events. The DWD data underlies
higher quality standards and is more reliable than the data from WUSN, which also
provides meteorological records. Compared to weather, the surface characteristics
can be directly influenced by humans. Therefore, we use land use data from OSM
that provide high-resolution land surface information data [78]. The combination of
these data sources offers an acceptable composition for a feature vector to deploy an
extensive classification analysis.

Data foundation
Temperature Meteorological Land Use & Cover
(WUSN) (DWD) (OSM)

Figure 3.2: The data foundation used in our prototype consists of three different datasets:
temperature data (WUSN), meteorological data (DWD) and land use/cover data (OSM).
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3.1.1 Weather Underground Station Network

In Germany, the Weather Underground Station Network (WUSN) consists of 25298
stations (1832 stations within city borders) that provide multivariate data with a
high temporal resolution of up to 2-3 measurements per hour (see Table 3.1). In the
preprocessing step, we replaced missing and invalid (out of possible range) values for
every station by using the average value of the previous and next recording to keep
valuable information. We removed all meteorological attributes that are provided
since temperature is sufficient to decide whether the location of a station is warmer
than its surrounding. We decided to average the available temperature data hourly

for each station which results in a dataset containing about 16,5 million data rows
for the year of 2016.

Variable Description

Station 1D Unique WU Station Identifier

Location Geographic position of the station consisting of longitude and latitude

Time Timestamp of the recording with an accuracy of one minute

Temperature | Provided in °C with an accuracy of one decimal place

Other Dataset contains information as software type and other meteorological
variables such as wind, precipitation, air pressure

Table 3.1: Description of the data provided by WU stations.

For the identification of local urban
heat islands (hotspots), we considered
the temporal and spatial attributes of
the WU stations. First, for every sta-
tion that lies inside the city borders, the
closest (up to 10) neighbor stations have
been identified using a maximum dis-
tance of 5 km. Then, a temperature
value for the respective surrounding of
each city WU station was calculated us-
ing a bilinear strategy considering the
distance d as weighting factor for the
temperature value of the respective by
the formula

Do D - To(t) , e
AST . =0 d; t Figure 3.3: WU station distribution in and
(t,n) = T _
> ico T around Karlsruhe.
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The quantity AST is called bilinear Averaged Surrounding Temperature, where
T;(t) is the temperature recorded by station 7 at time ¢, and n denotes the number
of stations in the neighborhood. The maximum distance d,,, of all considered
neighbor stations is used to weight the respective temperature value. By this, we
ensure that the stations which are closer have a stronger influence on the surrounding
temperature than stations that are located farther away. Eventually, we can set
the class (occurrence of the UHI effect) for each data record. Due to preliminary
testing, we decided to consider the location of a station as a hotspot (local UHI)
when the center temperature was at least 1 kelvin warmer than the bilinear averaged
temperature of the surrounding. Hence, this transformation and aggregation lead
to an extended description table of the WU dataset. Table 3.2 includes all relevant
features of the preprocessed temperature data and is the starting point for a selection
of several variables that will be extended by the other datasets.

Variable Description

UHI class Serves as indicator whether this station is a hotspot (local
UHI) at this location and point in time

Station ID Unique WU Station Identifier

Location Geographic position of the station consisting of longitude and latitude
Time Timestamp of the recording with an accuracy of one minute
Temperature Provided in °C with an accuracy of one decimal place

Surrounding Bilinear interpolated temperature of WU neighbor stations

Temperature using the distance to the central station as weighting factor

Neighbor List containing Stations IDs up to 10 nearby stations
Stations

Table 3.2: Extended WUSN data description. The UHI Index indicates the occurrence of
hotspots. Further information is given about the nearby WU stations that were considered
to calculate the UHI index.



CHAPTER 3. DATA FOUNDATION 29

3.1.2 German Meteorological Service

The German Meteorological Service (GMS/DWD) [24] provides diverse and high-
quality meteorological data that is crucial when analyzing the UHI phenomena.
Therefore, we processed the DWD dataset as part of the feature vector. We are going
to evaluate the finally composed dataset with KNIME’s integrated classification
functionality to analyze its capability to predict UHI development appropriately.
The DWD measurements required less data cleaning steps compared to the WUSN
records. Instead, the reduced spatial distribution (two DWD stations in the city of
Karlsruhe but 28 WU stations in the same area) required a strategic mapping of the
features to receive a reasonable combination of both sets. Only 1600 DWD stations
exist in Germany. This not an issue regarding the meteorological aspects of a region,
since parameters as wind, pressure, and temperature solely change gradually with
spatial distribution. Table 3.3 explains all features that are provided within the
historical data of the DWD station network. Some variables include different levels:
For example, soil temperature (see Table 3.3) is measured at different depth values.
To make it applicable to our input feature selection, we decided to use its mean to
consider it in our application. In total, the DWD dataset contains about 1,6 million
rows for the year of 2016. Since we only focus on the city of Karlsruhe, merely a
fraction of this number is used to create our visualization application.

Variable

Description

Station ID

Unambiguous identification number

Measure Time

Timestamp of the recording with an accuracy of one minute

Location

Geographic position consisting of longitude and latitude

Air Temperature

Provided in °C with an accuracy of one decimal place

Relative Humidity

Percentage rate of the relative air humidity

Cloudiness

Coverage level (from 1 to 8); -1 if cloudiness could not be identified

Precipitation

Hourly precipitation height

Air Pressure

Mean sea level pressure & air pressure at station height

Soil Temperature

temperature measurements taken in °C at a depth of 2cm, 5cm,
10cm, 20cm, 50cm, and 100cm

Sunshine duration

hourly sunshine duration in minutes

Wind Direction

Given in degree from 0° to 360°; 0°— north

Wind Speed

Strength of mean wind speed in =

Table 3.3: Parameter list of meteorological features provided by DWD network [24].
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3.1.3 Open Street Map Data

The open street map (OSM) [78] data source provide high detailed polygon data
including land use and cover information (geographic basis data). Since the surface
characteristics are essential for the estimation of a UHI, we integrate information
about the land usage of the neighborhood of each WU station that can be investigated
in our application. First, we used the geographical information system QGIS [102]
to analyze the polygon distribution in the surrounding of each station.

Figure 3.4: Red dots indicate WU stations within the city borders of Karlsruhe. The
blue circles around the WU stations show the detailed distribution of land use and coverage
data from the open street map (OSM) data set within a radius of 1km around each station.

Figure 3.4 shows the geometry information contained in the OSM data source.
We consider the area with a radius of 1km around each WU station to be relevant
for the UHI index. To create a meaningful input feature selection, we selected
five surface categories to be of interest for the UHI scenario: water surfaces, green
spaces, sand/stone area, residential /institutional buildings, and industrial territory
(see Table 3.4). This dataset provides land use data that we aggregated into these
five subcategories. It was necessary to map 38 different sub-features of these five
categories to find a general classification and to proceed with the visualization models
(detailed description of the OSM tag categorization is provided in Table B.1 in the
appendix). Thus, we ensure improved interaction opportunities when working with
this dataset. Unfortunately, due to a too high number, it is not possible to let
the user decide which area features are relevant. Consequently, it was essential to
simplify this dataset while preserving its general class information. The OSM dataset
is the third pillar of the data foundation that has been used to model the UHI effect
problem.
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Variable Description

Water Area Water area surface coverage in %

Green Space Greening area surface coverage in %
Sand/Stone Area Sand/Stone area surface coverage in %
Residential or Residential and Institutional area surface
Institutional buildings coverage in %

Industrial Territory Amount of industrial area in %

Table 3.4: OSM: variable selection and description. Area ratio (in %) result from WU
station’s surrounding (within a radius of 1km).

3.2 Machine Learning Classification Models

To identify locations, in our case within the city of Karlsruhe in 2016 where the
UHI effect potentially appears, we train a model based on existing machine learning
algorithms. For this step, we use a feature vector (described in Table 3.5) composed
of the datasets collected from WUSN, GMS(DWD), and OSM. The classification
training analyzes which composition of features influences the occurrence of the UHI
effect at specific dates (date ranges). Before training our classification model, we
need to create a definition of a UHI in the context of our work. As described in
Section 3.1.1, we consider the temperature level of the immediate surrounding (1km
radius) of a location to be a specific indication whether a UHI event is present or
not. We follow a bilinear calculation approach that combines the temperature values
of different stations using the inverse distance of the neighbor stations as weights.
Based on this weighted averaging strategy, we introduce the following definition of
a UHI event: A UHI event is present if a location is warmer by 1 kelvin than its
surrounding.

3.2.1 Random Forest

For our application, we chose Breiman and Cutler’s Random Forest (RF) algorithm
which is an ensemble classifier and “an effective tool in prediction” [11]. This machine
learning algorithm is based on an arbitrary number of tree-structured classifiers
(ensemble of fully grown decision trees) that takes the mode of the result of all classes
the individual trees return. The RF algorithm randomly (controlled variation) selects
a subset (called “the random subspace” [11]) of the available variables from the
feature vector to create a collection of decision trees. This strategy produces a highly
accurate classifier for our dataset. Besides this fact, RF has the advantage that
missing values do not affect the result significantly, and the accuracy is maintained,
even if many data records are not available. Another advantage is that random
forests are robust against overfitting if a large dataset is used during the classifier
model training process. To minimize the bias of the classification result, RF uses
unpruned trees to retrieve a minimal bias initially. The trees and are independently
trained (not correlated with the other decision trees) to reduce the variance.
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3.2.2 Stacked Generalization

As an alternative, we compared the RF algorithm with the Stacked Generalization
(SG) algorithm, proposed by Wolpert [116]. One advantage of this ensemble learning
technique, also called Stacking, lies in the combination of the predictions of several
different learning algorithms. The resulting prediction is more accurate than any
single outcome of the underlying models while variance and bias are decreasing.
Unfortunately, the execution time increases drastically, compared with the RF
algorithm. Even though we observed that the SG outperforms RF, the resulting
predictions of RF are still very useful. Consequently, we decided to make the
compromise by applying the RF algorithm for our prediction model instead of SG.
In Chapter 5, we dive into the details of the evaluation of the machine learning
algorithms that we compared against each other and provide exact details of the
precision of each model.

Variable Dataset
UHI Index WUSN
WU Station ID WUSN
Year WUSN
Month WUSN
Day WUSN
Hour WUSN
Temperature (Min, Max, Avg) WUSN
Absolute Temperatures of 1-12 hours before WUSN
Delta Temperatures of 1-12 hours before WUSN
Relative Humidity DWD
Cloud Coverage DWD
Precipitation Height DWD
Sunshine Duration DWD
Wind Speed DWD
Wind Direction DWD
Mean Sea Pressure DWD
Station Pressure DWD
Soil Temperature DWD
Water Surface Area OSM
Green Spaces Area OSM
Sand/Stone Area OSM
Residential/Institutional buildings area OSM
Industrial Territory OSM

Table 3.5: Final feature vector used to create the RF prediction model with WEKA.
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Chapter 4

Visual Analytics of UHI

Our application system is intended to support expert analysts with sense-making
visualizations to interactively explore data that is related to the occurrence of the
UHI effect. Primarily, our system provides an intuitive way to efficiently extract
information and to set up hypotheses when working with data that can individually
be transformed and filtered in multiple ways. We integrate Card et al.’s Information
Visualization Reference Model [15] (see Figure 4.1) as a standard to realize our appli-
cation by applying its concepts. Visualizations are mappings of data to a visual form
that supports human interaction in a workspace to generate new knowledge about
the data that is visualized. We use the preprocessed data (see Chapter 3) as raw data
input to realize and evaluate our application providing multiple visualizations that are
linked. All data is integrated to adequately convey helpful information and complete
each other by covering different aspects of every scenario. Consequently, extracting
semantic information from a data set containing heterogeneous attributes can be a
difficult task. Therefore, our contribution consists of a thought-out combination and
composition of several visualizations resulting in a visual analytics workspace. Users

Information Visualization Reference Model

Data Visual Form

Visualization
(different views)

Raw Data

Data Transformaticns Visual Mappings View Transformations
-

TLLLLLT ||@ Oe

Human Interaction

Figure 4.1: Reference model for information visualization [15]. Human interaction as an
integral part of a visual system that maps data structures to visualizations while providing
different views.
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can steer different parameters and transform the views as necessary for a specific
use case. Using different views enhances the experience when working with our
UHI analysis application. This is crucial due to the impossibility of presenting all
potentially relevant information in a single global view. Appropriate techniques are
used to retrieve both overview and detail information about the dataset to improve
the users understanding of the feature composition. We follow Keim et al.’s Visual
Analytics Mantra: “Analyze First, Show the important, Zoom, Filter and Analyze
Further, Details on Demand” that was proposed to create effective visual analytics
information systems. It is a profound way to define how information seeking tasks
can be supported to provide meaningful data analytics applications by integrating
“automatic analysis methods before and after the interactive visual representation
is used”. In this chapter, we introduce all components that were implemented to
enable exploration and to allow users to execute prediction tasks. Our prototype was
designed to address three major aspects: geospatial, temporal and high-dimensional
data. Each part has its challenges. Moreover, we implemented a concept to combine
time and space into a single representation directly. Therefore, we provide different
elements that will be described in detail in the subsequent sections. We distinguish
between components that can only be used to adjust different views, and other
components simultaneously conveying important information and serving as input
selectors.

The consistent employment of visual variables such as color and shape plays a funda-
mental role. While color is well-suited for the visual encoding of nominal groups, size
is more accurate for visual variables to provide efficient comparison opportunities [32].
The design of each visualization should be easy to understand without steep learning
curves. The same color is consistently used throughout all visualizations if the
same data dimension is presented. Additionally, we take semantic color-mapping
into account to link familiar concepts with corresponding color schemes (water is
represented in blue, and green area is displayed by green color, etc.). By this, the user
can link similar concepts which are supported by appropriate filters and highlight
interaction techniques such as linking and brushing [50]. This improves the combined
use of multiple components supporting visual data analysis tasks.

4.1 Temporal Components

The visual analysis of UHI requires the reasonable representation of time. In the
realm of UHI analysis, the temporal dimension plays a substantial role that must
be addressed accordingly. Consequently, we integrated two components to enable
filtering for both hourly intervals and the selection of arbitrary date ranges. We
implemented the Time Range Selector as a filter for hourly intervals and complement
it with a Calendar Overview visualization that serves as a date selection panel. In
combination, all relevant temporal dimensions can be individually adjusted. Both
components are referred to as Input Selectors since the selection changes the other
visualizations (linking).
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4.1.1 Time Range Selection

The time range selector (TRS) is a temporal component that functions as a
filter for hourly intervals. This input filter can be applied at any time during the
visual analysis. This component is based on Haussler’s jQueryClockIntervalPicker
plugin [41] that utilizes the radial clock metaphor as a basis concept (see Figure 4.2).
In our application, we only use the 24h layout, because for UHI analysis tasks it is
not crucial to specifically focus on forenoon and afternoon separately. We integrated
this component, since using the clock metaphor is an intuitive way to apply temporal
adjustments on other visualizations.
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Figure 4.2: jQueryClockIntervalPicker: time range selector [41].

4.1.2 Calendar Visualization and Date Selection Panel

The second temporal component is the Calendar View Visualization that is
based on Bostock’s Calendar View [9] implemented using the D? library [8]. This
visualization provides an overview of the current year, 2016 in our case. Of course,
this can be extended to any year range desired. Figure 4.4 depicts an overview of the
UHI dataset of 2016. Each square represents a day with a month-label that is located
above. The visualization is designed to give an overview of the number of hotspots
of each day (blue outer part) as well as the average temperature difference to the
surrounding of each WU stations (yellow-red inner part). Mouseover interactions are
available to get immediate feedback of the underlying data: In Figure 4.4, April 21 in

0 4 9 14 19 24 0.5 0.6 0y 0.3 0.9 1.0

Number of Hotpots UHI Hotspot Intensity

Figure 4.3: Calendar view: the inner part of the square measures the average UHI
hotspot intensity (> 50%) of all stations that have been identified as hotspots on a
respective day using a continuous yellow-red color scale. The number of identified
hotspots is given by a continuous white-blue color scale. In combination, both parameters
convey UHI information of the hotspot intensity.
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2016 is selected. On this day, seventeen hotspots were identified with an average UHI
intensity of 67 % and an absolute temperature of 15.21°C of all hotspot stations. A
station is considered as a hotspot, if the UHI intensity for the station is at least 50 %
on the respective day. We used two continuous color schemes to indicate the level of
each parameter. They can be used to identify particular dates by the opacity of each
color (see Figure 4.3). This visualization is intended to give overview information of
the temporal UHI situation of the city that is subject to analysis instead of conveying
exact numeral information of each hotspot. Hence, dates (ranges) of interest can be
visually determined. This component does not only provide an overview but can be
used as Date Selector to retrieve deeper insight of the visualized dataset.

In Figure 4.5, an example date selection (from 05/01/2016 to 08/31/2016) is
presented. The other visualization components of the application are temporally
filtered and only display data of this date range. Therefore, two different concepts
are encoded within a single component: overview information can be extracted, and
a temporal exploration is facilitated by intuitive date filter functionality.

Date: Thu Apr 21 2016 # of Hotspots: 17 UHI Intensity: 0.67% 2 Temp: 15.21°C
Number of Hotpots UHI Hotspot Intensity
|
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Jan e Mar Aug Sep Oct Naov Dec
Sun |
Mon III:I
wed o @ E
2
Thu C

Figure 4.4: The calendar overview visualization uses a weekly structure to convey a
temporal overview that is easy to understand. Each day is represented by square that
simultaneously provides both information about the UHI intensity and the number of
hotpots.

Date: Sun May 01 2016 # of Hotspots: 11 UHI Intensity: 66% = Temp: 13.40°C
Number of Hotpots UHI Hotspot Intensity

0 4 9 14 19 24 0.5 0.6 0.7 08 09 1.0
Jan Feb Mar  Apr May  Jun Jul Aug Sep Oct Nov ~ Dec

20186

u
St B
Figure 4.5: The calendar view component can be used to select particular date ranges.

In this example, the date range from 05/01/2016 to 08/31/2016 is selected. Other
visualizations are temporally filtered by this component.
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4.2 Spatio-Temporal: Pie Chart Glyph

Besides the temporal dimension, spatial characteristics are necessary to estimate the
impact of the geographic location of a station on the outcome. For this purpose, we
conceptualized a two-level pie chart glyph (PCG) that includes both spatial and
temporal information. To directly link these dimensions, we put them into a joint
context. This pie chart glyph is radially arranged and divided into an inner and
outer group. Each glyph represents specific attributes of one WU station. Figure 4.6
provides a graphical explanation of both groups. We consider the area located around
a WU station within a distance (within the radius) of 1 km. Therefore, the maximum
size of any area is 3.14km?. The inner part of the pie diagram represents the size of
each area type within this 1km radius. In our application, we summarized all area
types into five different area categories: water, greening surfaces, industrial territory,
residential areas and dry (sand and stone) surfaces (see Figure 4.6 (a)). The angles
of the inner group are fixed, whereas the percentage value of an area type of the
station’s surrounding is only encoded in the radius of the pie element. This facilitates
the comparison of the area proportion between different stations. Hence, geographical
surface information of the stations’ surroundings can immediately be analyzed. If
desired, the segment number can be extended to any arbitrary number of different
area types and solely serves as a specific example of how this glyph can be used.
The outer group visualizes the number of UHI events based on the selected temporal
aggregation method and represents the temporal progress of the UHI intensity of
a particular station of interest. The number of segments depends on the current
temporal aggregation selection. If hourly is selected, the outer group consists of 24

Area Segments Time Segments

Water
Green Surface

Residential Area
Industrial Territory

(a) The inner group visualizes the geographic (b) The outer group visualizes the
section of the glyph representation. Every temporal progress of the UHI index
segment indicates the amount of a certain using a clockwise ordering. Every
area, that is located within a radius of 1km segment indicates the UHI intensity
around a WU station. The colored text is the of the respective temporal unit (hour,

legend for five different area types. day, month, date range). Here, 24
hours are displayed: one segment per
hour.

Figure 4.6: A visual explanation of the pie chart glyph visualization.
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Selected Range Hourly Daily Monthly
[
Aggregation Type

Figure 4.7: Four different temporal aggregation types of the pie diagram glyph. The
outer group can represent different time units using the respective aggregation method
(from left to right): total selected date range, hourly, daily, or monthly.

segments. Analogously, 31 segments are depicted if the daily aggregation is selected.
The aggregation type can be individually adjusted: the user can select between
hourly, daily or monthly aggregation. Moreover, an average aggregation of the total
selected date and time range can be chosen, if the user is not interested in the
temporal progress of the UHI intensity level but only wants an overall value. In this
case, the outer group becomes a single-colored ring. A continuous green-yellow-red
color scale is used to indicate the UHI intensity ratio. Thereby green color represents
the absence of UHI incidences, whereas red color encodes the occurrence frequency of
UHI hotspots. We emphasize that the color does not convey any information about
the temperature difference between viewed and neighbor stations.

In Figure 4.7, four different aggregation types are presented. The temporal glyph
part (outer group) contains 24 segments for hourly aggregation, 31 segments using
daily aggregation and 12 segments if the data is monthly aggregated. The average
UHI hotspot occurrence value is linearly mapped to the continuous green-yellow-red
scale. Depending on the current analysis task, the user can identify the progress of
the UHI index over time for each station separately. This can be helpful to recognize
hidden UHI intensity patterns that may exist for a station. The UHI intensity
represents the average of all UHI hotspot occurrences. Red color indicates high UHI
intensity, and green colors the opposite.

4.3 Multidimensional: Parallel Coordinates Plot

Besides temporal and spatial data, the dataset contains other features (see Table 3.5)
that are covered by neither the temporal components nor the PCG. These features
consist of meteorological variables (e.g., wind, cloud level, air pressure) and are
a central part of UHI analysis tasks. We implemented a parallel coordinates
plot (PCP) [10] that has been proposed by Inselberg and Dimsdale [47] to visualize
multidimensional datasets. To put these features into a geo-temporal context, we
added the spatial and temporal variables into the PCP (see Figure 4.8). Although this
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leads to a redundant representation of the dataset, it facilitates the understanding
of the relationship between the depicted features. Each data record is represented
by a line that crosses each dimension scale at the value that the record has for the
respective dimension. The PCP has been used to visually analyze correlations of
multidimensional features [114]. The color of each line indicates whether a UHI exists
(red) or if the station is not of particular interest for the UHI analysis (green) since
it has not been identified as a hotspot location for this data record. Information
about the correlation between the different dimensions can be retrieved without the
need of horizontal reordering of the vertical axes (feature dimensions). If the user is
interested in correlations of different features, it is possible to reorder all dimensions
concerning the user’s preferences individually.

The interaction technique Brushing was implemented on each dimension of the
PCP similar to Hauser et al.s brushing technique for Extended Parallel Coordi-
nates [40]. Any arbitrary range of every dimension can be selected to set an explicit
focus on a subset of the presented data records during information visualization.
Figure 4.9 pictures two examples of this technique that has been applied to the
Class dimension that represent whether a record has been identified as a hotspot
(image above with red lines) or not (image below with green polylines). Moreover,
depending on the number of displayed lines, an opacity strategy was implemented:
The opacity value increases with a higher number of displayed lines. In this way,
PCP sectors can be visually identified where many lines converge, since the opacity
of overlaying lines is summed up (e.g., the precipitation dimension).

The default ordering of the PCP starts with the WU station ID and its respective
hotspot indicator (class) (light gray) followed by the temporal characteristics (hour,
day and month in dark gray). The meteorological variable dimensions are colored in
light blue and contain the highest number dimensions (10) presented in the PCP. The
spatial characteristics of the stations are depicted as separate dimensions on the right-
hand side each with the respective color that is used in the PCG to improve visual
grouping. To equip the PCP with meaningful temporal analysis functional, we added
seven temporal aggregation methods which are similar to the temporal grouping that
has been introduced with the PCG. These methods are divided into unary, binary,
and total selected range aggregation. Detailed examples of these aggregation types
are provided in the appendix (see Figures A.1 - A.3 in the appendix)

The aggregation methods provide the opportunity to hide a specific temporal
dimension while preserving other characteristic temporal aspects. As a consequence,
users can detect particular patterns in each time dimension (hour, day, month). In the
same window of the PCP, a simple info panel (see Figure 4.10) provides information
about the currently selected date range, the total number of data records shown in the
PCP, and the number of records that apply to the individual dimension filters. Using
the aggregation type dropdown, the user can execute desired aggregation methods to
the PCP. The data records that are visualized within the Parallel Coordinate Plot
are a small sample (approximately 1000 data records selected using linear sampling)
of the total number of data records that are aggregated and visualized by the other
visualizations (206589 data records in total for Karlsruhe in 2016). Consequently,
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Figure 4.8: Parallel coordinates plot: WU station information, time and date section (dark gray), meteorological
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Aggregation Type:

Default

Default = # of records:
Selected Range

J Shown: 1003
Hourly Selected: 838
Daily
Monthly Start Date:
1.1.2016

DayHour End Date:
MonthDay 31.12.2016
MonthHour

Figure 4.10: Information panel of the status of the visualizations. Within the same
window of the PCP, information is given about the current number of selected (filtered)
data records of the PCP. Additionally, the currently selected date range is stated. An
aggregation dropdown list can be used to change the aggregation method that leads to
different PCP representations (see Figures A.1 - A.3 in the appendix).

the PCP does not provide a complete overview of the dataset but rather highlights
interesting patterns that may exist within the data. Nevertheless, this restriction
does not prevent users from retrieving deeper insights when executing UHI analysis
tasks. Figure 4.11 displays a PCP using the unary aggregation type monthly. Using
the brushing filter on the sunshine duration dimension shows that longer sunshine
duration times correlates with higher UHI intensity. Moreover, this example displays
that increased sunshine durations happen more often during the summer time which
indicates that direct sun radiation is responsible for the appearance of UHI hotspots.
Consequently, the extensive functionality makes the PCP a central part of our
application for the analysis of characteristic feature patterns.

Month Wind Wind Dir Airec Soil °C. Precip SeaPr.  StationPr. RelHum  Coverage
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Figure 4.11: Unary PCP aggregation example: monthly. The distribution of the UHI
intensity for each variable can be identified without the need of further interaction.
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4.4 Prediction Input Feature Selection Panel

The last visual component of our application is essential for the execution of every
prediction that can be processed by the application. The user can define several
parameters by adjusting parameter sliders of meteorological and spatial filters.
Temporal changes are not necessary since all visualization provide effective temporal
exploration techniques. We included these temporal characteristics in the forecast
process. Figure 4.12 displays the default layout of the input feature prediction
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Figure 4.12: IFPP: Steer multiple variables for prediction processing. The IFPP consists
of two main sections: Meteorological (light blue: from wind to sun minutes) variables and
geographic (multicolored; water area to industrial area) features.

panel (IFPP). The IFPP is divided into two parameter sections. The feature sliders
with the light blue background adjust the input values of meteorological variables
whereas the remaining five sliders adjust the area value of the area types that have
been introduced with the PCG and the PCP visualizations. Since the surrounding
area can not surpass 100%, the area sliders are adjusted to its relative amount to
preserve that the sum of all areas complies with the exact amount of area that has
to be in the surrounding of each location. Therefore, the percentage assignment is
changed of all sliders (including the slider that has been manually changed). By
this, the user is not responsible for making sure that the area values correspond to
values that can exist in reality. Hence, the result is automatically better than if
the user would need to ensure that the area selection is valid. As before, the color
selection is also consistent for the area types in all visualizations throughout the
entire application. By adjusting the handle of each parameter slider a delta vector is
created that will be applied to all data records before prediction execution. Hence, the
adjustment delta vector provides relative value changes for every dimension instead of
setting absolute values for all records. This strategy enables the analysis of changes
of environmental variables and provides reasonable forecasting methods. Individual
changes can be applied, and an investigation can be executed to examine the impact
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of the single features as well as any desired combination of all specified prediction
parameters. After specifying a parameter selection of interest (an example is provided
in Figure 4.13), by operating the process button, the prediction is executed, and
after a short period, all visualizations are updated to present the forecast data. In
advance, we calculated all possible minimum and maximum values for all dimensions
to prevent impossible feature configurations. If a minimum or maximum threshold
is exceeded, the threshold value of the respective dimension is assigned instead of
the value that results from the feature delta vector. Therefore, the user can trust
the result to be in the realm of real data except that certain combinations may
be possible, that would not occur in reality: e.g., 60 minutes sunshine and a high
amount of precipitation. We emphasize that the feature vector is applied to every
presented station in the same way and cannot be individually adjusted. Nonetheless,

by using this technique, users can put forward hypotheses about the occurrence of
UHI hotspots.

~ Wind Coverage (Level 1-8)
l '5 ] ! | +2 ] ]
Speed T Sunshine Duration (in min)
| :-’ 0 ‘: ) ( +30 ]

Dilecﬁor; ‘i'_n i:'lf;:glees
) _ Water A A %
Air Temperature (in °C) frx rea (Ain %)

. o) I (1) )
Soil Temperature (in °C} Green Area (A in %)
[ [+5] ) v
- ( | +9 )
Precipitation (in mm / h) -
( 10) ) Dry Area (A in %)
Air Pressure at Sea Level (in hPa) ( ::_'3_ |
[ (0] )
Air Pressure at Station Level [:II'I hF‘a} ¢

| [ 0 ) ]

Industrial Area (A in %)

Relative Humidity (in %)
[ [+18)] )

Reset All Process Prediction

Figure 4.13: The following feature changes are applied by this selection: wind speed
(—6%), air and soil temperature (+5 °C),.precipitation (-10%%), relative humidity (+18
%), cloud coverage (42), sun level (+30 %); water area (-21 %), green area (+9 %), dry
area (-8 %), residential area (+3 %), and industrial area (+17 %).
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4.5 Adaptive Visual Workspace

To combine the visualizations that we introduced in this chapter, we created a user
interface that integrates and links different concepts. Figure 4.14 portrays the default
arrangement of the components described in the preceding sections in a graphical
user interface. Based on restful web services, we developed a system through a
server-client structure that lets users directly access our system via standard web
browsers without the need for a particular setup. Due to the employment of standard
web development technologies as HTML, CSS, and JS, we were able to create our
visual analytics prototype with the help of multiple powerful JS libraries. Besides
Leaflet [1] that we use for the map view, and d3.js [8], which provides powerful
data-driven based functionality that we employed for both the calendar view and the
parallel coordinate plot, we determined GoldenLayout [20] to be a suitable library
for the layout of our visual analytics framework. GoldenLayout is a reasonable
solution that allows a flexible presentation of multiple windows. This multi-screen
organization library enables users to individually resize and rearrange the single
views concerning the particular requirements of a use case or the users’ preferences.

Input variabies & Y L 2
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Number of Hotspots.
Number of Hotpots

Diff Temperature

Average Temperature

Hotspot Temperature Ditference
 —

Figure 4.14: The proposed visual analytics framework consists of six different components
(red highlighting) in total. The composition of the visualizations enable an effective UHI
analysis by providing heterogeneous information about multiple features through the
deployment of different views. In the bottom left corner, the status panel conveys helpful
information about current system states, in contrast to the other components.
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For instance, if a user-task is data-centered, the PCP can be enlarged to facilitate
users to identify differences in the high-dimensional visualization more easily (see
Figure 4.15). If geographic characteristics are dominating, the user’s attention can be
drawn to the map visualization by resizing affected layout components accordingly.
Consequently, the adaptive user workspace supports task-oriented visual analysis
processes, which serves as a viable foundation for future adjustments, since new
visualization components can be added, if needed.
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Figure 4.15: All components can arbitrarily be rearranged and resized by the user
providing task-oriented flexibility. Thus, the visual framework facilitates users to focus on
the most relevant components when examining particular use cases.
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Chapter 5

Evaluation & Use Cases

To create a useful model for the prediction of the UHI effect, we need an expres-
sive data foundation to perform classification methods that enable this prediction.
Therefore, in Section 3.1, we provided a detailed description of all data components
that we used to evaluate the informativeness of existing correlations within the
data. In this chapter, we give a detailed argumentation why we choose random forest
classification for our application instead of other classification methods. Subsequently,
we present three use case scenarios to illustrate the usefulness of our application and
how information can be extracted.

5.1 Classification Learning Evaluation

To find a classifier method that fits our visualization system, we investigated and
compared different learning models. We considered two specific performance at-
tributes to be crucial for the selection of the classification model: accuracy and
speed of the classification training and prediction execution, respectively. Before
evaluation, we removed the variable WU Station ID from the training set to avoid
undesired overfitting that otherwise may have been introduced into our prediction
results. For the evaluation process, we selected KNIME [6] to execute and compare
several classification methods. The complete dataset that is the starting point of
the assessment contains 16 507 022 rows. To improve the performance, we reduced
this number to only 200 000 data entries by using random downsampling including
100 000 records of each UHI prediction class. We randomly divided this sample into
a training set containing 80 % of all entries and used the remaining 20 % entries
(display in Figure 5.1) to examine the accuracy of single classifiers. Moreover, we
used WEKA nodes [45] of KNIME for the classifier comparison, to exploit WEKA’s
effective data mining methods for data analysis.
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Figure 5.1: Concept of a stacking classifier [84].
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Stacking Classification is an ensemble-learning meta-classifier that combines the
predictions of an arbitrary number of different classification models [116]. This
strategy aims to improve the prediction result compared to the performance of each
model. Figure 5.1 shows the concept of a stacking classifier and how it is configured.
This strategy joins n classification models by individual training and verification.
The single predictions are forwarded to the second level (meta-classifier) that is
based on the desired regression model. Eventually, the meta-classifier node calculates
a final prediction with higher accuracy. For this, the logistic regression node of
WEKA 3.7 (multinomial logistic regression) is used for the combination of the first
level classifiers. We selected seven different first-level classification models to test
them against each other: Random Forest (RF), Decision Tree (J48), Multilayer
Perceptron (MLP), k-Nearest-Neighbor (kNN with k = {1,3,5}), and Naive Bayes.
First, these classifiers are trained individually (as indicated in Figure 5.1): the
Decision Tree model (C4.5 standard [82]) is configured to be pruned with pruning
confidence of 0.25 and at least two instances per leaf. The k-Nearest-Neighbor
classifications were conducted with KNIME’s IBk (3.7) node by a linear nearest
neighbor search algorithm of WEKA. The only parameter that we changed was the
number of neighbors k. MLP is an artificial neural network classifier that utilizes
backpropagation during the training process [43].



CHAPTER 5. EvALUATION & USE CASES 49

Classification Model Accuracy | Cohen’s K
Stacking Classifier (SC) 96.3 % 926
Random Forest (RF) 82.3 % 647
Decision Tree (J48) 79.2 % 584
Multilayer Perceptron (MLP) | 759 % 519
3-Nearest-Neighbor (3NN) 1.7 % 433
1-Nearest-Neighbor (INN) 71.5 % 43
5-Nearest-Neighbor (5NN) 71.5 % A43
Naive Bayes (NB) 52.7 % .055

Table 5.1: Classification model evaluation results sorted by accuracy.

In Table 5.1 the prediction results of the individual models are displayed. As
expected, SC shows the best results with an accuracy of 96.3 percent. It contains
the composed prediction results of all other models. Therefore, the performance of
SC depends on the combined execution time of all models. Consequently, SC is the
slowest classification method which may be a reasonable cost for some applications.
The second-best classifier is RF, which is a first-level model compared to SC (second-
level). RF needs significantly less execution time that is necessary to retrieve
appropriate results compared to the SC strategy. One reason being, that RF is one
of those algorithms that are so-called “embarrassingly parallel” since the subtrees
can be calculated entirely independent of each other. The remaining first-level
classification models perform worse than RF and SC. Therefore, we did not consider
those classifiers. Even though the accuracy of RF is about 14 percent worse than
that of SC, we state that building moderate visual analytics systems requires models
that are fast enough to compute to ensure interactivity. Since RF’s execution speed
is much faster, we make the compromise to work with predictions of slightly worse
quality than dealing with long waiting times. Short feedback cycles are an essential
measure for interactive visualization systems to improve user experience.

In Table 5.2 we provide a detailed overview of the performance of all classification
models for each UHI class (0 = no UHI hotspot identified, 1 = UHI hotspot detected)
since accuracy is not sufficient to retrieve significant information about the perfor-
mance of each classifier. The right column of Table 5.2 contains the precision, recall,
specificity, and F-score of those rows that have been identified as UHI hotspot. Even
though RF’s recall (sensitivity) score is second-best (0.035 below J48’s recall score)
which means that J48 is better in correctly identifying a higher rate of UHI hotspots,
RF is has a higher precision. Thus, RF’s proportion of the detected UHI hotspots
that are correctly identified is higher than for J48 (0.8 above J48’s precision score).
Except for SC, which is the best classifiers regarding all measures, RF’s precision and
F-score scores highest of the remaining first-level classification models. Analogously,
RF scores highest in specificity: the rate of mistakenly identified hotspots is the lowest
compared to the other first-level classifiers. Hence, using RF as the classification
model for the visualization system, considering these aspects is the best decision.
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Class = 0 Class = 1
Classifier || Precision Recall Specificity F-score | Precision Recall Specificity F-score
SC .965 .960 .966 .963 .960 .966 .960 .963
RF 785 .890 757 834 .873 757 .890 811
J48 792 792 792 792 792 792 792 792
MLP 17 .856 .663 780 .822 .663 .856 734
INN 723 .697 733 710 708 733 .697 720
3NN 725 .698 736 711 709 736 .698 722
5NN 21 .700 730 711 709 730 .700 719
NB 520 .699 .355 .597 542 .355 .699 429

Table 5.2: Detailed evaluation measures of the classification models.

5.2 Confirmatory and Exploratory Analysis

In this section, we will examine different UHI scenarios to discover typical correlations
between variables. The following example use cases show how our visual system can
be used to extract previously unknown information as well as confirming common
hypotheses. In parallel, the strengths and drawbacks of each visualization are
explained while analyzing the effect of various features. We stress that our system is
not limited to these use cases but only show a narrow portion of possible interaction
opportunities when working with the visualization models. Consequently, further
scenarios can be flexibly investigated that are not presented here, too.

5.2.1 Typical UHI Characteristics

When it comes to the UHI phenomenon, there are events, which are quite character-
istic. For example, high temperatures have the potential to intensify the UHI effect
and evoke hotspots. As well, low precipitation and increased sunshine duration levels
raise the probability of hotspots. Using the hourly aggregation type on the PCP
visualization, we retrieve a quite informative overview (consisting of samples using
a linear sampling strategy) of the correlations between the features and the UHI
class of the whole year. We present some examples by selecting all records of 2016
illustrating the stated correlations in Figure 5.2 denoted by respective numbering:
The wind speed dimension (1) indicates that lower wind levels positively correlate
with the occurrence of UHIs, whereas higher wind speed reduces the UHI intensity.
Analogously, the cloud coverage level dimension (2) conveys that increased clouding
decreases the number of existing hotspots, while decreased cloud coverage leads to
a higher probability of UHI occurrences. Understandably, the sunshine duration,
which is negatively correlated with cloud coverage level, influences the appearance of
UHI intensity: Long periods of sunshine (3) lead to increased solar radiation levels
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Figure 5.2: PCP: Hourly Aggregation of the UHI Class Data.

and consequently cause UHI hotspots to exist more frequent than short sunshine
periods. A further characteristic of the sunshine duration dimension can be identified
by using the brush filter selecting only low values (few sunshine minutes per hour):
From evening to morning the sunshine level must be low independent from the cloud
coverage level (see Figure 5.3). Consequently, during night times UHI hotspots are
positively correlated with a shortened sunshine period (up to 15 minutes in the
morning/evening hours). As displayed in Figure 5.2, the dimensions soil tempera-

Station Class Wind Dir Airec Soil *C Precip SeaPr. Coverage i Water % Dry % i Industr. %
. = B X F] 104 104

10457
1020
1085

Figure 5.3: PCP: applied brush filter on sunshine duration dimension when hourly
aggregation is selected. UHI intensity can be large during night times, though sunshine
duration is low.

ture (4) and air temperature (5) have a positive correlation. Higher temperatures
lead to increased UHI intensity. In this example, there are some outliers (high air
temperature, but no UHI appearance; UHI class is 0). Using the same brushing
filter as before on this dimension (see Figure 5.4), we detect that the outliers only
belong to two stations that is only a small non-dominant fraction. Therefore, it does
not contradict the previous hypothesis that high soil and air temperatures lead to
emerging UHI hotspots. Informal interviews with experts from the UHI analysis
domain yield to information about another typical property of UHIs: Increased
temperatures lead to elevated UHI intensity values that may cause hotspots to last
through the night until morning (dawn). The UHI intensity increases in the evening
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Figure 5.4: PCP: brush filter applied on air temperature dimension using hourly aggre-
gation. UHI intensity outliers are related to only two WU stations.
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until midnight or up to two hours later and slowly diminishes until dawn. The red
arrows in Figure 5.5 represent this UHI behavior for multiple stations. This degree
of this attribute individually depends on each weather station and its properties such
as surrounding area and location. Also, characteristic surface radiation properties
could not be taken into account due to missing data sources.

Figure 5.5: Red arrows show a characteristic property of WU stations that have an
increasing UHI intensity that weakens during night until dawn.

5.2.2 Increase of Industry Area Level

To analyze the influence of the industry area on the UHI intensity, we process a
prediction increasing the industry level of all stations by 60 percent. The area level
of the remaining area types is automatically balanced equally (15 percent each)
preserving the maximum allowed area level in the surrounding of each station. Some
stations cannot reduce the area level of some features. In this case, the remaining area
reduction is repetitively balanced to the other area categories. Figure 5.6 presents
the change of the UHI intensity of the WU stations. Red circles are highlighting a
WU station (Station ID: IKARLSRU351) that is strongly influenced by the prediction.
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Figure 5.6: These PCG maps are showing the change of the UHI intensity for the WU
station IKARLSRU351 (indicated by red circles) when increasing the industry area level
by 60 percent while the remaining four area types are equally reduced (balanced) by 15
percent. The left image shows the UHI intensity situation before processing the prediction.
The right image presents the prediction result.

Looking at the UHI intensity levels by applying the different temporal aggregation
types (hourly, daily, and monthly), we can see the increase of the UHI intensity at 12
a.m. to 8 p.m. by 30 percent to 35 percent (see Figure 5.7). Moreover, the prediction
specifies that the average UHI intensity level rises in all months. Additionally, the UHI
intensity is almost inverting for the monthly aggregation: Before the prognostication
process, the UHI intensity is high from August to September, whereas afterward
the UHI intensity is low in these months, but high UHI intensities are stated in the
time of December to July. In Figure 5.7, the inner groups of the PCG display the
reduction of the green area level from 6 percent to 0.7 percent and of the residential
area level from 92 percent to 70 percent.

This prediction scenario suggests a positive correlation between the size of
the paved surface or number of buildings or industry and the emergence of a
UHI. Moreover, this prediction model enables users to detect area level thresholds,
indicating the influence of additional residential or industrial areas. Alternatively,
other area properties can be examined to identify changes that could cause an
improvement of the UHI situation in a particular UHI-affected area: e.g., build parks
in the vicinity of industrial buildings.
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Figure 5.7: PCGs of station IKARLSRU351: prediction changes of the UHI intensity for
hourly, daily, and monthly aggregation (left to right).
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helpful to examine this weather prediction simulation temporally. We will compare
the simulated results with the standard values (no feature value changes) to detect
differences of the UHI intensity that can be attributed to the changes that were
applied to the variables with the IFPP.
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Figure 5.9: Yearly overview of simulation changes for warmer weather scenario.

Figure 5.9 displays both the UHI intensity before and after the prediction process
and provides a yearly overview for each day combining the UHI intensity of all
stations into a single factor. At first sight, the warming has a strong influence on the
months from January to April. Both the number of hotspots and UHI intensity are
increasing significantly, whereas the situation of the months from May to September
changes in the opposite direction. The values for October underly no drastic changes,
except that the UHI intensity slightly decreases for some days (e.g., October 20, from
96 % to 74 %) that seem to be outliers, since before simulation on that day only
one hotspot was detected. Focusing on specific times that are characteristic of the
emergence of UHIs is interesting to analyze the influence of daytime on the result.
For instance, UHI areas cool down more slowly than the suburban surrounding
that often includes more vegetation. Therefore, we apply the time range selector to
compare both day and night times for the simulation choosing day hours from 7 a.m.
to 8 p.m. and night hours from 8 p.m. to 7 a.m.. Especially in winter, an inherent
property of the UHI effect is that city areas are warmer compared to the surrounding
areas. Similarly, in summer the air does not cool down in the night as much as areas
that contain more vegetation. To analyze the simulation regarding this property, we
applied the respective day and night filter on our prediction result. The calendar
charts in Figure 5.10 depict principal differences in UHI intensity between night and
day times. Predominantly, during day times (7 a.m. - 8 p.m.), the UHI intensity
is evenly distributed. However, in April a higher number of hotspots appears. In
November/December, less hotspots having a higher average UHI intensity exist
compared to other months. In contrast to daytimes, both the hotspot amount and
the UHI intensity is significantly higher from October to April compared to the
rest of the year. Consequently, the simulation of warmer weather indicates a strong
influence on the UHI hotspots in the colder seasons, whereas the summer season
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Figure 5.10: Calendar view: UHI intensity comparison of day and night times.

“profits” from this meteorological change. To examine this situation for the night
hours further, we subdivide this time range into two halves: we select the time frame
from 8 p.m. to 1 a.m. as the first half of the night, and from 2 a.m. to 7 a.m. as
second half (see Figure 5.11). There are only small differences for the warmer months
(May - September), whereas the UHI effect intensifies from November to April. The
number of hotspots increases in the second half of the night in these months, which
is a typical characteristic for UHIs.
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Figure 5.11: Comparison of UHI hotspots characteristics for the first and second half of
the night.

This use case in combination with the prediction model on area parameter changes
in Section 5.2.2, meteorologists can examine long-term weather trend changes by
entering their information. In this way, expert users can identify relevant UHI
situations at an early stage and analyze possible mitigation strategies by changing
characteristic surface features such as green areas.
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Chapter 6

Discussion & Future Work

In this chapter, we discuss several key topics presented in this thesis: Visual Analytics
for UHI, limitations of our approach, and areas of future work.

6.1 Visual Analytics of UHI

By the example of the city of Karlsruhe, we illustrate some use cases of how event
predictions can be investigated depending on several parameters that address domains
such as meteorology, environmental development of urban areas, land-usage planning,
and surface texture analysis. The combination of visualizations that cover a variety of
aspects facilitates to focus on specific attributes. The user can steer use-case-relevant
features to retrieve information about possible UHI scenarios. As presented in the
previous chapter, our application supports different kinds of use cases to analyze the
effect of multiple parameters in various scenarios. The provided examples outline the
potential of our approach by presenting the usefulness of the available components
in practice.

6.1.1 Use Cases

Frequently, the first step of an investigation consists of examining typical charac-
teristics to confirm existing hypotheses that are more comprehensible. In Section
5.2.1, several examples are depicted that validate the effectiveness of the designed
visualizations. Feature correlations between multiple variables can be identified by
the PCP. The brushing filter, which can be flexibly applied to an arbitrary number
of feature dimensions, is a potent interaction method to let users quickly focus on
desired parts of the dataset. Multiple hypotheses confirmation examples are depicted:
The emergence of UHI hotspots correlates with lower cloud coverage level, reduced
wind speed levels, and increased temperature. When examining the relationship
of the sunshine duration level with the occurrences of UHI hotspots, we realized
that many records indicate that during periods of no sunshine, often UHI hotspots
are present. At first glance, this finding seems to be counterintuitive, since more
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sunshine implicates higher UHI intensity levels. This is true except for night hours:
At night, the sunshine duration is at its minimum at all stations. Some areas underly
slower cooling, which implies that UHI hotspots are also occurring at night times.
This explanation is supported by the PCP, since nearly all records are correlated
with the hours from 8 p.m. to 6 a.m., confirming the previous explanatory approach.
The dimensions displayed by the PCP can be flexibly rearranged using drag and
drop to reveal potentially related features that are not positioned next to each other
in the default PCP dimension order. Hence, the PCP provides informative insights
when the analysis is focused on multi-dimensional data.

Since PCP does not supply any geographic information, we designed the pie
chart glyph as an efficient way to simultaneously present both spatial and temporal
data. Owing to this combination of space and time into a single glyph, the cognitive
user load can be decreased. Thus, user-experience can be enhanced while taking
advantage of the available space. For instance, the use case presented in Section 5.2.2
“Increase of Industry Area Level” includes the prediction of increasing industry area
for all stations. The WU station IKARLSRU351 signals an increasing occurrence of
UHI events from 12 a.m. to 10 p.m., whereas concurrently the UHI hotspot level of
remaining stations are subject to only minor variations. Hence, this station seems to
be an outlier: further analysis of the immediate surrounding shows that this station
is located directly next to the Nottingham Facility, a green area situated in the center
of Karlsruhe. This could explain the result presented in the PCG map. Nonetheless,
the PCG map is a suitable representation to support preattentive information to the
user.

The use case “Influence of Weather and Time” in Section 5.2.3 indicates how
a change in multiple meteorological features influences the prediction result. In
combination with the calendar view, the time range selection filter is a useful tool
to analyze different daytimes sequentially. Thus, differences between night and day
can be detected. Based on this example, the UHI intensity levels are stronger in
colder seasons of the year. Since the UHI intensity directly depends on temperature
values, one could expect worse UHI values for the summer times as well, which could
not be confirmed by the analysis. This result states that the occurrence of UHI
hotspots decreases as precipitation, relative humidity and cloud coverage decrease
and temperature, sunshine minutes and air pressure increase.

The simultaneous change of multiple variables (feature vector that has been
applied for the prediction) originates from the fact that changing single features
does not provide apparent variations in the prediction outcomes. Consequently, we
selected a reasonable combination of multiple variable changes that depend on each
other and often happen concurrently. The forecast outcome explains, that in winter
and spring season the UHI level is more intense, especially at night. Compared to
the summer season, warmer temperatures in colder seasons have a positive effect on
energy consumption since expenditure for heating decreases. Based on this forecast,
in summer a temperature increase may affect not only the inner parts of a city but
also the corresponding surrounding. Hence, the level of the UHI effect is relativized.
Our visualization only indicates that the UHI behavior is reduced. This does not
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mean that the general UHI situation improves, but conversely deteriorates the overall
condition. Our simulation strategy underlies certain limitations: we expected an
equal change for all days when executing this scenario as well as a degradation (not
improvements) of the UHI intensity situation for the months from May to September.
Therefore, it could be worthwhile to improve the model for our definition of a UHI
by integrating further sources to cover more relevant features to retrieve more precise
predictions.

6.1.2 Feature Categories

Filtering techniques as the selection of a WU station or a particular value range within
a variable dimension draw the user’s attention to relevant attributes. The features
can be divided into two main types. The first type contains aspects that are directly
suggestible by city planners. Thus, decision-making tasks primarily focus on this
feature type, since mitigation strategies can more efficiently be elaborated. The second
type contains parameters that can not be immediately modified by decision-makers
such as the meteorologic situation of a city. Local weather depends on the geographic
location which makes it impossible to influence features such as precipitation, clouding,
air pressure, relative humidity, and sunshine hours. Nevertheless, the observation of
these features is crucial to identify undesired scenarios that might happen if particular
features are subject to change. Our prototype takes both feature types into account
and provides an indication which parameters should be under surveillance.

6.1.3 Data Analytics

As illustrated in Figure 6.1, there are three different analytics types within the
realm of data analytics: descriptive, predictive and prescriptive. Up until now, the
first two types have been addressed in our visual framework. Analyzing gathered
data from the past is an integral part of descriptive analytics to provide insights on
past events. Apart from that, the employment of statistical classification strategies
to create prediction models that are forecasting possible scenarios is the primary
objective of predictive analytics. It gets more complicated if a system is intended to

4 Data Analytics Types A

Predictive:

Descriptive: Prescriptive:

What happened?

What will happen?

What should happen?

S /

Figure 6.1: There are three different types of data analytics: descriptive, predictive, and
prescriptive analytics [21].
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automatically propose mitigation strategies for particular scenarios. This method is
called prescriptive analytics and does not only describe how specific adjustments of
features would affect future outcomes but additionally provides models to present
strategies to reduce undesired effects. Our prototype only indicates how steering of
particular parameters affects the predicted result. In this way, users have to identify
possible avoidance measures without support. Our approach does not include
such recommendations since it requires more sophisticated models to generalize the
influence of different features on the outcome. Developing UHI mitigation strategies
is another crucial branch within the realm of UHI research which requires intricate
models that allow incorporating expert knowledge to retrieve useful suggestions.

6.2 Limitations

The complex composition of various factors is hard to be wholly included in such a
visualization system. The meaningfulness of the analysis is limited due to essential
information that could not be integrated yet and due to the spatial distribution of
temperature stations. For the detection of existing UHI hotspots, we only applied
temperature data from the WUSN and verified this data using DWD data that is
subject to higher quality standards.

So far, our application lacks techniques to explicitly guide the user’s attention
to relevant sections of the visualization to emphasize outliers or extreme values by
highlighting or animations that must be currently identified by the user. This may
consist of recommendations for scenarios that are vulnerable for the UHI effect in
certain situations such as reduced wind levels or days with a high amount of sunshine
minutes. Currently, the results of the analysis only rely on the user’s interactions

which is not an acceptable assumption for users that are not familiar with the subject
of the UHI effect.

The presentations are subject to varying levels of uncertainty if classification
models for the prediction of particular scenarios are used. The classifier evaluation
in Chapter 5 provides further information about the conciseness of the single models.
Even though the results have reasonable performance, the uncertainty of the forecast-
ing process should be reflected in the visualizations to increase the trustworthiness
of the depicted information. So far, this aspect has not been integrated limiting the
certainty of conclusions that users could draw.

The current prototype version is designed for presenting our visualizations at the
example of a single city and only for the year 2016. The integration of spatial and
temporal scalability would expand the potential application areas of our approach.
Since UHI hotspots are only relevant for larger cities, considering cities with a
minimum population of 50 000 would cover a large number of areas that may be
subject to heat stress. The separate analysis of different city districts may reveal
further information about the correlation between geographic characteristics and
emerging UHIs. Additionally, domain experts may benefit from extending the
temporal range for many years depending on available datasets to retrieve a better
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chronological overview. In this way, characteristic patterns for the single seasons
and months of the year could be detected. Unmistakably, the presentation of data of
a single year is a limitation of temporal scalability concealing potentially relevant
long-term trends. Therefore, extended geographic and temporal scalability would be
beneficial for an informative visual analytics approach. Better scalability enhances
the investigation of UHI hotspots by considering greater time ranges and geographic
representations.

6.3 Expert Feedback

To integrate research field knowledge into an analytics framework, inquiring research
field experts can be profitable to retrieve domain-specific information for designing
meaningful models that are applicable in real scenarios. For this reason, we conducted
informal feedback sessions with Dr. Saskia Buchholz!. Her research is situated
in the domain of environmental impact assessment, climate change, and urban
planning within the Climate and Environment Consultancy department of the
German Meteorological Service also called DWD [25] and Prof. Dr. Stefan Emeis?,
who is the group leader of “Regional Coupling of Ecosystem-Atmosphere Processes”
at the Institute of Meteorology, Climate, and Atmospheric Environmental Research
of the Karlsruhe Institute of Technology [46]. We gained valuable knowledge from
their feedback about multiple parameters that are influencing the emergence of
UHIs. We describe several aspects that are relevant for UHI analysis in the following
sections.

6.3.1 UHI vs. UHI Hotspots

Both experts pointed out that there is a significant difference between the analysis
of a UHI, which deals with comparisons of temperature levels between a city area
and its colder surrounding, and the investigation of UHI hotspots that we also call
“intra urban heat islands”. Buchholz also denoted, that usually UHI hotspot and
UHI are exchangeably used in this research field. Therefore, we emphasize that in
this thesis, the definitions of the terms “UHI hotspot” and “UHI” vary. The first
case mainly results from a colder surrounding including more vegetation, whereas
UHI hotspots often additionally depend on other factors such as anthropogenic
heat release, radiation properties of the surfaces, and traffic. According to the
experts, the temperature difference mentioned before can reach up to ten kelvin if
corresponding conditions such as prolonged sunshine periods and low wind speeds
are met. To retrieve a UHI overview of a city, it is necessary to compare temperature
measurements from stations that are situated within a city with those that are
in the rural surrounding. Therefore, it is essential to consider surface information
of a station’s surrounding to choose stations that are located in green areas to

IDr. Saskia Buchholz — saskia.buchholz@dwd.de
2Prof. Dr. Stefan Emeis — stefan.emeis@kit.edu
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retrieve a representative value for the colder surrounding area. Explicitly, Buchholz
recommended using the temperature data of the DWD stations that are subject to
high-quality measurement standards in opposition to the stations of the WUSN. We
emphasize that we used the WU stations to calculate UHI intensity values due to a
higher geographic resolution. This is an acceptable approach since we preprocessed
this dataset to increase the data quality by dealing with missing values (linear
interpolation) and removing outliers. The current version of our prototype does not
differentiate between stations that are within or outside of the city. This is critical
when comparing the temperature level of the overall city with the suburban areas.
Currently, only local hotspots are subject to our visual analysis system, although
it is not sufficient for many use cases that analyze the temperature situation of a
whole city.

6.3.2 Influencing Factors

As mentioned in previous chapters, Emeis confirmed that the temperature level
depends on a variety of parameters. Air temperature levels depend on the geometry
of buildings, the thermal properties of building fabric, and the radiation characteristics
of the surfaces. Moreover, the temperature is affected by anthropogenic heat-release
such as air conditioning systems, industry, traffic, and domestic heating. We were
advised that the UHI shape primarily depends on the building density and the degree
of surface sealing [12].

A characteristic feature of the UHI phenomenon is that a UHI usually has its
highest intensity during night times. Typically, at daytimes, the UHI temperature
differences reach 1-4 kelvin. In contrast to this, the UHI intensity reaches its
maximum during the night with a temperature difference not exceeding twelve kelvin.
We could confirm these characteristic features with the help of the PCG map in one
of the example use cases as described in Figure 5.5 provided in the previous chapter.

Due to further feedback provided during the informal interview, it became
apparent that the UHI effect’s inherent complexity does not merely depend on the
temperature difference between two weather stations. Therefore, we implemented
a method that calculates a distance-weighted measure by multiple surrounding
stations. Nevertheless, this is incomplete, since the UHI effect even depends on
further parameters such as the morphology and the physical properties of urban
surfaces (e.g., roughness) [51]. According to Buchholz, air temperature is the decisive
factor for the identification of a UHI effect, especially at night. Furthermore, surface
temperatures are an essential part as well as the respective surface characteristics:
surfaces of darker colors absorb more solar radiation resulting in increasing warmth.
Additionally, the thermal properties of building materials influence the temperature
in cities as well as the radiation properties of surfaces, and anthropogenic heat release
from domestic heating systems, transportation, and industry. Emeis pointed out
that evaporation processes reduce the UHI effect since a lot of energy is necessary for
this process. Due to him, in the domain of urban meteorology, experts currently try
to “solve this complex topic by numerical simulation equations” based on physical
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equations of balance for impulse and energy. Only if these fundamental aspects are
considered within a model, they can be used to predict scenarios of future conditions.

6.3.3 Potential Fields of Application

We were informed by Buchholz that the application’s objective is heading in the right
direction since many communities would be interested in visualizations incorporated
in our visual framework. Nonetheless, before publishing, it is essential to revise
methodical and climatological concepts. Interactive visualization tools are prominent,
especially if every relevant municipality (e.g., all cities with a minimum population
of 50 000) would be included. In many cases, expert users in the domain of city
planning are in need of a climatological evaluation to understand the existence of a
particular hotspot within a city. This is especially true for disaster management, and
hotspots in the vicinity of hospitals, retirement homes, and schools. Consequently,
analyzing concurrent conditions is a task of particular interest to estimate whether
countermeasures should be initiated to avoid a problematic situation. The expert
feedback included that multiple visualizations are useful because every user has
individual preferences regarding what representation is more comprehensible. The
domain expert stated that working with symbols or glyphs will also enhance user
experience.

Due to missing data sources, the following features have not been considered yet.
For instance, the transportation system may also play a fundamental role regarding
the analysis of urban temperatures. However, it could be easily integrated into
our system once available. Therefore, we claim that our application is a viable
visual analytics solution for this research field. Another factor is the deployment
ratio of sustainable technologies to find potential improvement suggestions. For
simplicity, we focused on the visualization of temporal and geographic attributes
that are a fundamental part of other datasets and a crucial point when adding UHI
relevant information. Nonetheless, the evaluation of various classification models
indicates that we use a strong data foundation as a basis for the application. The
implementation of user interaction techniques as filtering, selection, linking and
brushing concerning the knowledge discovery pipeline provides a groundwork that
can be extended by further features to improve the validity of the analysis results.

6.4 Future Work

The discussion of our visual analytics framework reveals several limitations that
should be addressed in the future to remove weaknesses and add further functionality.
As described, we already use meteorological and land-usage data. Further data sources
should be considered to integrate in the future, to improve the informativeness of the
presented visualizations. For instance, MODIS satellite imagery by NASA [69] could
be utilized to gain better geographical resolution, though lacking an appropriate
temporal resolution since a satellite traverses over the same area only twice a day.
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Consequently, to solely use the MODIS’ temperature data is not sufficient to analyze
temperature changes on an hourly basis. Nevertheless, MODIS data could enrich
the current UHI model by ’filling the gaps’ between the WU stations by building
an interpolation model to reconstruct possible temperature levels for times when
data records are missing for a particular geographic position. Thus, the usefulness of
a data source depends on the specific use case. Hence, a new visualization model
would be necessary to interpret the user’s needs and provide the correct data or a
combination of both. This results in a complex composition of heterogeneous data
that requires innovative visualization models. The MODIS data source has not been
considered in this thesis since it surpasses the scope of this work. Such an approach
would integrate domain-relevant information with a higher spatial resolution and
coverage since satellites can remotely sense spatially distributed surface temperature
data more easily than weather stations with a fixed location. In the future, the
existing visualizations and models could be extended regarding new challenges by
integrating new datasets to cover further features such as surface radiation and traffic
levels.

As part of this thesis, data records were manually gathered to serve as data
foundation for our visualization system. The analytics system could profit from an
automatic data gathering, processing, and integration pipeline that regularly collects
new data to keep the displayed models up to date. By this, expert users do not have
to wait for manual data updates but could benefit from a future-oriented application
that can easily be accessed via a web browser without the need of a complicated
setup process.

Our PCP is currently limited to present singular associations that afford dimension
reordering (active user interaction) to depict particular feature relationships that are
not visible in the default PCP view. Moreover, only a sample of ~1000 data records
is presented without the application of temporal aggregations. As a consequence,
many data records are not visualized, if this number is exceeded. If presenting
significantly more than 1000 data records, the visualization interactions cannot be
smoothly executed any further. The unary and binary aggregation types provide only
average information, that may contain various inaccuracies. Integrating a binning
technique that can be individually applied to each PCP dimension could overcome
the drawback of just presenting a sample since the user can flexibly choose the
aggregation. Thus, characteristic patterns that correlate with particular dimensions
and are hidden so far can be identified. This would emphasize correlations of the
single sections of a dimension that get lost by the current averaging techniques due
to under-representation. Alternatively, a correlation matrix could be added and
linked to the PCP to facilitate the identification of correlations between features
without losing the exact values of each record.

Until now, our application contains no functionality to track the user interaction
to enable workflow traceability. Users still need to memorize executed feature
selection as well as the respective results. Prospectively, users may greatly benefit
from an automatized tracing of their actions providing a history of recent changes
to the visualization. In this way, users can restore past application states which
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facilitates repeatability of particular filter and view selections. Apart from that,
an interaction flow overview may enhance the user’s interpretation ability of the
visual representations. To enable users to explicitly compare the results of different
predictions with the base data set, it is necessary to implement techniques that
support comparability. In this manner, various prediction outcomes can be compared
and reduce the cognitive load of finding the differences of single features. Further
models could be implemented that allow the comparison of the appearance of the
UHI effect for different years. Moreover, diverse semantic geographic grouping
concepts could improve the understanding of spatial attributes of emerging hotspots.
Extended comparison visualizations and models are needed to enable efficient analysis
to extract common factors of occurring UHI events. User experience is a substantial
measure when it comes to interactive analysis systems. Thus, it can be improved in
the future by introducing guided highlighting to draw the users” attention to relevant
elements of the representations.

To support users better during their decision-making tasks, it is crucial to
convey information about the trustworthiness of provided representations. Due
to the limited scope of this thesis, we did not include strategies to display the
uncertainty of classification results. Future developments should contain concepts
of how uncertainty visualizations can be added to the workspace we developed,
for instance by employing techniques as random noise [13] or texture opacity [86].
Ensuring that users understand the uncertainty of visualized information is a key
to providing a reliable system[87]. Visualizations become more effective if users
comprehend the significance of the different prediction probabilities they are working
with.

Eventually, an extensive domain expert study is part of additional future work
to assess the strengths and weaknesses of the proposed system. In doing so, we can
determine existing challenges and improve the understanding of essential elements
that are in the center of UHI analysis but are yet missing. Further feedback from
domain experts is a valuable input for the development process and may reveal
possible defects of our approach.

Future extensions, adaptations, and additions of novel forecasting and visualiza-
tion techniques will expand the opportunities for usability. Despite this potential for
improvement, our approach can be generalized and transferred to other application
fields that have to deal with spatial, temporal and high-dimensional data. This could
enable experts to gain insight into various complex application areas, such as, but
not limited to, crime data, purchasing behavior, and public transport optimization.
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Chapter 7

Conclusion

The main contribution of this thesis was to provide an application that supports
interactive visual analysis tasks including event predictions in the domain of Urban
Heat Island analysis. The combination of heterogeneous visualizations that take
geographical, temporal and multidimensional characteristics into account enables
analysts to investigate large datasets regarding correlations of diverse variables of
different domains such as meteorology and city planning. The integration of an
evaluated prediction model assists end-users with hypothesis creation regarding
various features that influence the UHI effect. The deployment of real data enhances
the understanding of feature correlations that affect the emergence of UHI hotspots
within city areas. An extended classification evaluation was conducted to show the
reliability of the results. Additionally, the evaluation demonstrates the validity of
the datasets that were used to build the application. We developed a visualization
model called pie chart glyph that displays both spatial characteristics of geographic
features and temporal event information. By placing them at the respective position
on a map connects temporal and geographic attributes. In consideration of profound
information-seeking concepts and data exploration methods, the implementation
of our application is an elaborated basis within the domain of urban heat island
analysis. Nevertheless, the effectiveness of our system should be examined thoroughly
to discover strengths and weaknesses of this approach. Particularly, constructive
feedback from domain experts is indispensable to develop a system that is useful
for end-users to facilitate their daily work. The presentation of concrete use cases
shows how our models can be applied and in which areas of application our approach
can be used. The event prediction section allows the detection of specific patterns
and how parameters change the course of incidences. Implicitly, decision tasks are
supported by providing indications of how a situation may change when executing
actual mitigation strategies. Nevertheless, the field of prescriptive analytics is part
of future work as it’s inherent complexity that could not be covered by this work.
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Figure A.2: Binary temporal aggregation methods for PCP: hourly-daily, hourly-monthly, and daily-monthly aggregation.
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Appendix B

OSM: categorization of area types

Green Area

Area Type Name OSM tag (with hyperlink)
Allotments landuse=allotments
Cemetery landuse=cemetery
Farmland landuse=farmland
Forest landuse=forest
Grass landuse=grass
Garden landuse=grass
Greenfield landuse=greenfield

Greenhouse Horticulture

landuse=greenhouse_horticulture

Meadow

landuse=meadow

Orchard

landuse=orchard

Park

leisure=park

Plant Nursery

landuse=plant_nursery

Recreation Ground

landuse=recreation_ground

Scrub

natural=scrub

Village Green

landuse=village_green

Residential Area

Vineyard landuse=vineyard
Basin landuse=basin
Water Area . -
Reservoir landuse=reservoir
Churchyard landuse=churchyard
Commercial landuse=commercial
Farm landuse=farm
Farmyard landuse=farmyard
Office building=office

Public Administration

landuse=civic

Religious landuse=religious

Residential landuse=residential

Retail landuse=retail

Traffic Island landuse=traffic_island

Construction landuse=construction

Garages landuse=garages
Industrial Area Industrial landuse=industrial

Military military

Railways railways

Dry Area

Animal Keeping

landuse=animal keeping

Brownfield landuse=brownfield
Highway highway

Landfill waste_processing
Quarry landuse=quarry

Table B.1: Division of OSM tags into five area categories.


https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dallotments
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dcemetery
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dfarmland
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dforest
https://wiki.openstreetmap.org/wiki/Tag:landuse=grass
https://wiki.openstreetmap.org/wiki/Tag:landuse=grass
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dgreenfield
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dgreenhouse_horticulture
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dmeadow
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dorchard
https://wiki.openstreetmap.org/wiki/Tag:leisure%3Dpark
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dplant_nursery
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Drecreation_ground
https://wiki.openstreetmap.org/wiki/Tag:natural%3Dscrub
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dvillage_green
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dvineyard
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dbasin
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dreservoir
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dchurchyard
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dcommercial
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dfarm
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dfarmyard
https://wiki.openstreetmap.org/wiki/Tag:building%3Doffice
https://wiki.openstreetmap.org/wiki/Talk:Proposed_features/landuse%3Dcivic#public_administrative_or_public_administration_or_public_admin
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dreligious
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dresidential
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dretail
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dtraffic_island
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dconstruction
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dgarages
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dindustrial
https://wiki.openstreetmap.org/wiki/Military
https://wiki.openstreetmap.org/wiki/Railways
https://wiki.openstreetmap.org/wiki/Proposed_features/landuse%3Danimal_keeping
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dbrownfield
https://wiki.openstreetmap.org/wiki/Key:highway
https://wiki.openstreetmap.org/wiki/Waste_Processing
https://wiki.openstreetmap.org/wiki/Tag:landuse%3Dquarry
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Appendix C

Seasonal UHI scenario overviews

The figures that are displayed in this appendix section present the prediction result
for different meteorological scenarios. To provide a seasonal overview, we separately
selected day and night hours for each season by considering the sunset and sunrise
hours. Every overview visualization is divided into a season section, and they are
subdivided into day and night hours for the respective season of the year. For this,
we applied the time filter using suitable hour ranges on the calendar visualization
(see Table C.1). These were typical seasonal hour ranges in Germany in 2016.

Season Day hours Night hours
Spring | 7am. - 8 pm. | 8 p.m. - 7 a.m.
Summer | 6 am. - 9 p.m. | 9 p.m. - 6 a.m.
Autumn | 7 am. - 6 p.m. | 6 p.m. - 7 a.m.
Winter | 8 am. - 5 p.m. | 5 p.m. - 8 a.m.

Table C.1: Suitable hour range selection for every season of the year.

Figure C.1 provides the calendar presentation that shows the UHI data without
processing a prediction. In contrast, Figure C.2 provides the calendar overview for a
scenario that simulates a colder and more rainy weather situation (see Table C.2 for
exact feature changes).

Wind Air Soil Precimitatio Air pressure | Air pressure | Relative | Cloud | Sunshine
speed | temperature | temperature recipration (station level) | (sea level) | humidty | coverage | duration
-5 +5°C +5°C -10 5= +10 hPa +10 hPa -10 % -2 +10 min

Table C.2: Feature vector for predicting colder and more rainy weather scenario.

Analogously, we selected a feature set for a reverse situation: warmer and dryer
weather scenario. Table C.3 contains the exact variable changes that were applied to
receive the result that is presented in Figure C.3. In both cases, missing features
indicate accordingly, that these values were not changed (including area features,
wind direction).

Wind Air Soil Precivitation Air pressure | Air pressure | Relative Cloud | Sunshine
speed | temperature | temperature P (station level) | (sea level) | humidty | coverage | duration
+5 2 -5°C -5 °C +8 H -10 hPa -10 hPa +15 % +2 -15 min

Table C.3: Feature vector for predicting warmer and dryer weather scenario.
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Spring

Number of Hotspots Hotspot Intensity Average Temperature
Number of Hotpots UHI Hotspot Intensity
- —
10 15 20 25 05 06 07 0.8 0.9 1.0

Mar  Apr Dec

Number of Hotspots Hotspot Intensity Average Temperature
Number of Hotpots UHI Hotspot Intensity
]
10 15 20 25 0.5 0.8 0.7 08 09 1.0

Sep

Summer

Number of Hotspots Hotspot Intensity Average Temperature

Number of Hotpots UHI Hotspot Intensity

a 14 19 24 0.5 0.8 0.7 0.8 0.8 09
Sep Oct Nov Dec
u

Number of Hotspots Hetspot Intensity Average Temperature

Number of Hotpots UHI Hotspot Intensity

10 15 20 25 0.5 0.6 0.7 08 0.9 1.0
Oct MNov Dec

Autumn

Number of Hotspot: Hotspot Intensit) Average Temperature
UHI Hotspet Intensity

0l 16 22 28 05 06 07 08 09 1.0

Number of Hotspots Hotspot Intensity Average Temperature

Number of Hotpots UHI Hotspot Intensity

10 15 20 25 05 0.8 07 0.8 0.9
Feb Mar Qct MNov

Number of Hotspots Hotspot Intensity Average Temperature
Number of Hotpots

UHI| Hotspot Intensity
1—-—- B
10 18 21 27 0.5 0.8 07 0.8 0.8 09
No Dec
0

Number of Hotspots Hotspot Intensity Average Temperature

Number of Hotpots UHI Hotspot Intensity

a 13 18 23 0.5 0.6 0.7 0.3 0.9
Feb Mar  Apr Nov

Figure C.1: Standard features (no prediction)
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Date of Hotsp Hotsp ity Average Temperature
Number of Hotpots UHI Hotspot Intensity
L —
0 5 10 B 21 a7 05 06 07 08 0% 10

Feb Mar  Apr Aug Sep Oct Nov Dec

Average Temperature

Number of Hotpots UHI Hotspot Intensity

0 5 10 16 21 0.6 0.7 03 0.9 1.0
Apr Oct  Nov

Spring

2016

Date Number of Hotspots Hotspot Intensity Average Temperature
Number of Hotpots UHI Hotspot Intensity

1] 5 10 18 21 27 0.5 0.8 07 0.8 0.9 1.0
Feb Mar  Apr Sep Oct Nov Dec
o .

Average Temperature

Number of Hotpots UHI Hotspot Intensity

i} 5 10 15 20 0.6 07 0.8 09 1.0
Feb Mar Sep ~ Nov Dec
O

Summer

Date Number of Hotspot: Hotspot Intensity Average Temperature
UHI Hotspet Intensity

i} 5 " 16 22 28 0.5 0.6 07 08 0.9 1.0
Dec

Average Temperature

Number of Hotpots UHI Hotspot Intensity

0 5 10 15 20 26 05 0.6 07 08 09 1.0
Feb Mar Aug Sep Oct Nov Dec
=]

Autumn

Date Number of Hotspot: Hotspot Intensity Average Temperature
Number of Hotpots UHI Hotspot Intensity

a 5 10 16 21 27 0.5 06 0T [ik:] 09 10

Average Temperature

UHI Hotspot Intensity
B ] B

0 5 10 15 20 26 0.8 07 0.8 0.9 1.0
Feb Mar  Apr ~ Nov

Number of Hotpots

Winter

18

Figure C.2: Decreased temperature and more precipitation (prediction).
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Date Number of Hotspots Hotspot Intensity Average Temperature

Number of Hotpots UHI Hotspot Intensity

(i} 5 10 15 20 piil 05 06 07 08 09 10
Aug
L

— Date Number of Hotspots Hotspot Intensity Average Temperature
Q_ Number of Hotpots UHI Hotspot Intensity
T ————— ————  e—
U') 0 5 10 15 20 25 05 08 07 08 08 10

Mar  Apr Sep Oct Nov

Date Number of Hotspots Hetspot Intensity Average Temperature

Number of Hotpots UHI| Hotspot Intensity

0 5 10 15 20 26 05 0.6 0.7 0.8 0.8 09
Feb Mar  Apr Sep Oct MNov

Number of Hotspots Hotspot Intensity Average Temperature

Number of Hotpots UHI Hotspot Intensity

a 5 10 15 20 05 0.6 07 08 0g 10
Feb Mar  Apr Aug Sep Oct Nov Dec
u .

Summer
g

Date Number of Hotspots Hotspot Intensity Average Temperature
Number of Hotpots UHI Hotspot Intensity
] 5 10 15 20 0.6 07 0.8 0.8 10

Apr Oct Nov

Date Number of Hotspots Hotspot Intensity Average Temperature
Number of Hotpots . UHI Hotspot Intensity
0 5 10 15 20 25 05 0.8 07 0.8 0.9 1.0

Autumn

Mar  Apr May  Jun Il Aug  Sep Oct Dec
O

O 0
[ |
Wl -l sl
.
= n s
ul=
=
Date Number of Hotspots Hotspot Intensity Average Temperature
Number of Hotpots UHI Hotspot Intensity

0 5 10 15 20 26 0.5 0.6 07 0.8 0.9 1.0
Aug Sep Oct Dec

Number of Hotspots Hotspot Intensity Average Temperature

Number of Hotpots UHI Hotspot Intensity

5 10 15 20 25 0.5 0.6 07 08 09
Mar  Apr May  Jun Oct Nov
]

Figure C.3: Increased temperature, less precipitation (prediction).
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